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6.1 Introduction

Chapters 3 through 5 explored the properties of different probability models
(probability distributions). In doing so, we always assumed the specific probability
distributions were known. In the rest of this text, the problem is that, we have a data
set and we want to infer the properties of the underlying probability distribution
from this data set. In principle, a variety of different probability distributions must at
least be explored to see which distribution best “fits” the data.

Statistical inference or Inferential statistics
Consists of methods that use sample results to draw
conclusions (inferences) in order to help in make decisions or
predictions about a population and can be further subdivided
into the two main areas (two statistical methods):
(1) Estimation (Point and Interval).
(2) Hypothesis Testing.
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6.2 The Relationship Between Population and Sample



Notation: For ease of discussion, we use the abbreviated term “random sample” to
denote a simple random sample. Although many samples in practice are random
samples, this is not the only type of sample used in practice. A popular alternative
design is cluster sampling. In this course, we assume that all samples are random
samples from a reference population.

Notation: In general, the reference population can be divided into two types as
follows:
a. Finite, well defined and can be enumerated.
b. Effectively infinite, not well defined and can not be enumerated.

Important: In this course, we assume all reference populations discussed are
effectively infinite, although, many are actually very large but finite (see examples
6.8 and 6.10).

Conclusion: This population is effectively infinite. It cannot be formally enumerated, so a truly
random sample cannot be selected from it. However, we again assume the sample we have
selected behaves as if it were a random sample.
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6.5 Estimation of the Mean of a Distribution

In this section, we will discuss and focus on the estimation method to answer the
following question:

Two types of the estimation method will be used to do that, namely, the point
estimation and the interval estimation.



6.5.1 Point Estimation

Answer

Note that Equation 6.1 holds for any population regardless of its underlying distribution. 
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10Self-Reading: Study Example 6.24 page 170 by your-self.
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The Central-Limit Theorem (CLT)

This theorem is very important because many of the distributions encountered in
practice are not normal. In such cases the central limit theorem (CLT) can often be
applied.
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Example
Suppose that for a certain large group of individuals in Jordan, the mean
hemoglobin level in the blood is 21 grams per milliliter (g/ml) and the standard
deviation is 2 g/ml. If a random sample of size n = 25 individuals is selected, what is
the probability that the sample mean will be greater than 21.3 g/ml assuming that
the hemoglobin level in the blood is normally distributed?



Refer to Table 3 in the Appendix and obtain:

Conclusion
Thus 22.66% of the samples of size 25 would be expected to have mean of
hemoglobin levels in the blood greater than 21.3 g/ml . 13



Refer to Table 3 in the Appendix and obtain:
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Exactly

Assume that the infants birthweights (X) from the Boston Hospital is normally distributed?
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Conclusion
Thus 96.8% of the samples of size 10 would be expected to have mean birthweights
between 98 and 126 oz.

Exercise

(b)
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Solution
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Then the probability that the mean time they spend driving each day is between
24.7 and 25.5 minutes can be calculated as follows:

Normal Distribution
μ(xbar) = 25 ;  σ(xbar) = 0.21213

Standard Normal Distribution
μ = 0  ;  σ = 1

Refer to Table 3 in the Appendix



Exercise
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The t-Distribution (Student’s t-Distribution)

The t-distribution (Student’s t-distribution) is a theoretical probability distribution.
The t-distribution is continuous, unimodal (bell-shaped), symmetrical about 0 and
similar to the standard normal distribution N(0, 1) but flatter and shorter than a
normal distribution. It differs from the standard normal curve, however, in that it
has an additional parameter called the degrees of freedom which changes its shape
as shown in the figure below:
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Notation
The derivation of the t-distribution was published in 1908
by William Sealy Gosset. His work was published under the
pseudonym “Student”.
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The t-Distribution Properties

A comparison between 

N(0, 1) and                  

t-distribution Curves



Theorem (1)
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Important Notation
The difference between the t-distribution and the standard normal distribution is
greatest for small values of n (n < 30).



Solution
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Example

Solution



The value will be obtained from row 9 of Appendix Table 5

30

Then    P( t < 1.834) = 0.95 

Conclusion
Thus 95% of the samples of size 10 would be expected to have mean of
newborn babies weights less than 4.16 kg.
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Conclusion
Thus 90% of the samples of size 10 would be expected to have a mean of cranial
length greater than or equal to 180 mm.
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6.5.2 Interval Estimation
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Notation: Although the point estimator is a good estimator of the population
parameter (θ), it is more meaningful to estimate θ by an interval that communicates
information regarding the probable magnitude of θ, this interval is known as the
confidence interval.
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CI = Point Estimator ± [(Critical Value)(Standard Error)]

where:
 Point Estimator: is the sample statistic estimating the population parameter of

interest.
 Critical Value: is a table value based on the sampling distribution of the point

estimator and the desired confidence level.
 Standard Error: is the standard deviation of the point estimator.mate
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In this section, we will learn how to:

Construct and interpret the (1 – α)100% confidence interval for the population

mean (μ).

In the case that the underlying distribution is Normal Distribution, three cases for
the Confidence Interval of the Population Mean (μ) are discussed:

 when Population Standard Deviation σ is Known (One Case).
 when Population Standard Deviation σ is Unknown (Two Cases).



Normal Critical Values for Confidence Levels

(1 − α) 

We have:
1- Normal distribution.

2- The standard deviation σ is known.
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The (1 - α) × 100 % = 99% confidence interval for the population mean (µ) of maximal
strength scores can be constructed as follows:

Conclusion
We are 99% confident that the population
mean (µ) of maximal strength scores is
between 76.3 and 92.3 since, in repeated
sampling, 99% of all intervals that could be
constructed would include the population
mean (µ) and 1% of these intervals will not
include the population mean (µ).
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Example

Suppose that we wish to estimate the mean number of heartbeats per minute for a

certain population (µ). Assume that the number of heartbeats per minute is

normally distributed. The average number of heartbeats per minute for a random

sample of size 49 subjects was found to be 90 with a standard deviation of 10. Find

the 95% confidence interval for the population mean (µ)?
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Solution

The (1 - α) × 100 % = 95% confidence interval for the population mean (µ) of the
number of heartbeats per minute can be constructed as follows:

Conclusion
With 95% confidence we can say that the mean
number of heartbeats per minute for all subjects
in the population (µ) is between 87.2 and 92.8.

Then CI =(L, U) = (87.2 , 92.8)
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Important Notation: An important point to understand is that the boundaries of any
confidence interval (CI) depends on the sample mean and population or sample
variance and vary from sample to sample.
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Solution

Example
In a random sample of 20 patients at a given clinic in Jordan, the mean waiting time to
measure the blood pressure is 95 seconds, and the standard deviation is 21 seconds.
Assume that the waiting times are normally distributed, then construct a 99%
confidence interval (CI) for the mean of waiting times of all patients (µ)?

We have:
1- Normal distribution.
2- The standard deviation σ is unknown (S = 21).
3- The sample size (n) is small ( n = 20 < 30).

The (1-α)100 % = 99% confidence interval for the population mean (µ) can be
constructed as follows:
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Conclusion
With 99% confidence interval we can say that the mean waiting time of all patients
(µ) is between 81.89 and 108.11 seconds.
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Example

Suppose that we wish to estimate the mean number of heartbeats per minute for a

certain population (µ). The average number of heartbeats per minute for a random

sample of size 49 subjects was found to be 90. Previous research has shown that the

standard deviation for the population to be about 10. Find the 90% confidence

interval (CI) for the population mean (µ)?



Solution

The (1 - α) × 100 % = 90% confidence interval for the population mean (µ) of the
number of heartbeats per minute can be constructed as follows:

Conclusion
With 90% confidence interval we can say that the mean number of heartbeats per
minute for all subjects in the population (µ) is between 87.65 and 92.35.
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6.8 Estimation for the Binomial Distribution

Equation 6.16
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Solution

The estimated standard error can be calculated as follows:

6.8.2 Interval Estimation—Normal-Theory Method
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For large n
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where

COVID-19
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Solution
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Conclusion
With 95% confidence we can say that the true proportion (p) of adult residents of
this city who have COVID-19 is between 0.810 and 0.874.

Problems: 6.5 – 6.9, 6.11 – 6.17, 6.27 – 6.32, 6.52 – 6.55.



= 95 + (2.861) (
21

20
)

= 95 + (2.861) (4.583)
= 95 + 13.112
= 108.11

= 95 – (2.861) (
21

20
)

= 95 – (2.861) (4.583)
= 95 – 13.112
= 81.89

CI= (81.89 , 108.11)


